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Case	1:	Multi-Regression	
	
Research Questions and Hypotheses  
A	researcher	tried	to	help	a	private	university	in	Southern	California	to	find	out	their	
undergraduate	student’s	financial	abilities	to	pay	the	school	and	predict	the	amount	of	
money	the	new	students	be	able	to	pay	in	future.		
		
Hypotheses:	suppose	student’s	financial	abilities	can	be	evaluated	through	their	
backgrounds	such	as	their	family	income	amount,	number	of	children,	parent’s	
education	level,	etc.			
	
1. Population	and	Samples	
The	population	is	undergraduate	students	at	this	private	university	in	Southern	
California.	Thus,	the	samples	will	be	the	students	randomly	drawn	from	all	the	
departments	of	the	school.	We	will	collect	N	=	500	samples.		
2. Data	Collection	
Data	collection	will	come	from	enrollment	records	and	survey,	which	will	be	provided	
by	the	universities.	The	survey	questions	will	be	the	supplement	with	the	student	
enrollment	information.	The	following	information	about	the	student	will	be	collected:	
gender,	age,	states,	zip	code,	ethnics,	number	of	children,	totally	family	income	(per	
year),	average	income	(year	per	person),	education	level	of	farther,	education	level	of	
mother,	and	the	budget/available	money	for	school	(per	year).			
We	will	collect	500	records.		
IRB	approval	will	be	requested	to	data	collection.	Identifying	information	such	as	
student	name,	ID,	address,	etc.	will	be	removed	prior	to	receipt	of	data.			
3. Data	Analysis		
Data	will	be	entered	into	a	statics	program,	such	as	SPSS,	R,	etc.	In	this	case,	we	will	use	
SPSS.		
In	SPSS,	to	analyze	the	data,	we	will	use	regression->	linear,		
- Dependent	Variables	will	be:	the	budget/available	money	for	school;		
						Testable	IVs	will	be	all	the	Independent	variables.		
- a	significance	level	of	0.05	will	be	set.		



- Step-Wise	regression	method	will	be	set.	SPSS	will	automatically	throw	out	those	
independent	variables	whose	sig	t	greater	than	0.05	or	no	contribute	to	R.		

- Collinearity	Diagnostic	will	be	checked.		
	

4. Results Analysis 
1) Entered	Variables:	explained	the	variables	that	can	be	used	in	this	model	to	predict	

the	dependent	variable	best.		
2) Model	Summary:	R	and	R	Square,	Adjusted	R	Square,	answer	the	question	and	How	

successful	were	the	independent	variables	at	predicting	the	dependent	variable.	
- R	is	called	“multiple	R”	and	is	the	multiple	correlation	coefficient;	It	varies	between	

0	and	+1.	It	is	the	correlation	between	the	dependent	variable	and	all	the	
independent	variables	

- R2	is	the	multiple	coefficient	of	determination,	also	ranges	from	0	to	+1.	It	tells	
what	%	of	dependent	variable	(DV)	can	be	attributed	to	the	independent	variables	
(IVs)	and	How	successful	were	the	independent	variables	at	predicting	the	
dependent	variable.	For	example,	if	the	R	=	0.8,	R	Square	is	0.64,	means	64%	of	the	
total	variation	in	DV	can	be	explained	and	predicted	by	entered	IV	in	this	model.	

- Adjust	R	Square,	which	adjusted	the	sample	R	Square	to	population	R	Square.		
3) ANOVA:	SSM,	SSR,	SST	and	F,	Sig.,	answer	the	question	How	confident	were	the	

independent	variables	at	predicting	the	dependent	variable.	
From	this	chart,	we	can	get	the	numbers	about	SSM,	SSR,	SST	to	tell	how	reliable	this	
model	is.		F	test	determines	the	significance	between	the	dependent	variable	and	all	the	
independent	variables.	The	F	can	be	calculated	from	SSM	and	SSR.	If	sig.	≤	0.05,	then	the	
independent	variables	are	collectively	significant	predictors	of	the	dependent	variable,	
means	the	model	is	reliable,	the	confidential	level	is	above	95%.		
4) Coefficients:	Unstandardized	B,	Standardized	Coefficients	Beta,	t	and	sig.	,	answer	

the	question	how	good	the	particular	independent	variable	is.	
- Unstandardized	B	tell	us	the	model	Regression	Equations	

Multivariate	unstandardized	equation	(1	dependent,	more	than	1	independent,	and	
a	constant)	
	Y	=	B1x1	+	B2x2	+	B3x3	+…+	Constant	

- Standardized	Coefficients	Beta,	tell	us	how	good	a	predictor	the	particular	
independent	variable	is.	Ranges	from	+1	to	–1;	Larger	the	absolute	value,	the	
stronger	it	is	as	a	predictor;	The	sign	only	tells	the	direction	(direct	or	inverse)	

- Sig.		t	value	determined	if	variable	is	significant,	means	the	particular	independent	
variable	is	significant	or	not.	If	sig	t	≤	0.05,	then	the	variable	is	a	significant	predictor.	

- If	we	checked	Collinearity	Diagnostic,	the	SPSS	will	display	the	Collinearity	
Tolerance	and	VIF	value,	which	will	get	rid	of	the	IVs	which	have	high	correlations	
with	each	other.	For	example,	if	two	IVs	correlation	r	=	0.8,	the	Collinearity	tolerance	
will	be	1-	R	Square	=	1-	0.64	=	0.36.		Higher	Correlation	r	between	two	IVs	will	cause	
low	Collinearity	Tolerance.		

	



Excluded	Variables:	the	variables	that	not	entered	in	the	model,	which	either	has	bad	sig	
t	>	0.05	or	reduce	the	R	Square.				
	
	
Case	2:	Two-Way	ANOVA	
	
Question: 	A research wants to examine the influence of both gender and smoking 

status (smoker vs Non-smoker) on depression. 
	
Research Design: 

- DV	is	depression	as	measured	by	levels	numbers.		
- Two	independent	Variables:	Gender	(measured	by	male	and	female),	and		

	Smoker	Status	(measured	by	Smoke	and	Non	Smoker)	
- 120	students	were	randomly	assigned	to	one	of	the	four	groups	based	on	the	

gender	and	smoker	status:	female	and	smoker,	female	and	Non-Smoker;	make	
smoker,	male	and	Non-Smoker	

- Resulted	in	a	total	of	30	participants	in	each	of	four	groups.		
- At	the	end	of	each	group	take	the	survey,	the	scores	indicated	their	depression	

level.	
- Score	on	the	depression	lever	were	analyzed	via	factorial	two-way	ANOVA.		

	
Result Analysis:  

- Check	the	Tests	of	Between-Subjects	Effects	Table	
- Find	the	interaction	effect	Gender*Smoking	Status	Level	first.		

Case	1:		If	Interaction	effect	(Gender*Smoking	Status)	is	statistically	significant	
(sig.<0.05).	(When	you	have	a	statistically	significant	interaction,	reporting	the	main	
effects	can	be	misleading.	Therefore,	you	will	need	to	report	the	simple	main	effects.)		
2)	For	simple	main	effects,	comparing	female*smoker,	female*Non-Smoker,	
male*smoker,	male*Non-Smoker,	find	out	which	one	is	significance	with	others,	we	do	
the	Post-Hoc	Tests,	Scheffe	Test,	gets	Multiple	Comparison	table,	get	the	ones	below	0.05	
is	significant	different	with	others.		

For	example,	female*Smoker	is	significant	with	male*Non-Smoker,	(sig.<0.05),		
									>	we	can	conclusion	that,	1)	an	interaction	occurs,	Gender*Smoker	Status	effects	
the	depression	Level.		2)Female*Smoker	is	significant	different	with	Male*No-Smoker	
on	depression	level.	A	recommendation	that	based	on	this	study	would	be	female	
should	avoid	Smoker	to	reduce	depression	level.		
Case	2:	If	you	do	not	have	a	statistically	significant	interaction,	Then,	we	will	check	the	
main	effects	significant	level.		For	example,	if	main	affect	Gender	is	significant	(sig.	
<0.05).		We	might	interpret	the	Tukey	post	hoc	test	results	for	the	different	levels	of	
gender,	which	can	be	found	in	the	Multiple	Comparisons	

	>	We	can	conclusion	that	there	is	NO	interaction	occurs	Gender*Smoker	Status	
effects	the	depression	Level.	The	Gender	has	a	significant	effect	on	depression	level.		



Notes:	if	the	main	effects	group	more	than	two	groups,	then	we	will	need	do	run	
post-hoc	testing	to	find	out	which	group	has	significant	effects	on	DV.		

	
Case	1:	check	interaction	Effects,	significance	<0.5	then	need	report	simple	main	effects;	the	Post-Hoc	
Tests,	Scheffe	Test	

	
Case	2:	If	no	interaction	effects,	check	the	main	effects;		if	the	main	effects	more	than	three	group,	than	
run	one-way	ANOVA	and	post-hoc	test	

	

																 	
	
	
	
	
Case	3:	One	Way	MANOVA	
	
Question:	Online	travel	booking	tool:	automated	online-portal,	Phone	Hotline,	Call-back		

User	acceptance	–	ease	of	use,	perceived	usefulness,	effort	to	use	
	

Research Design: 
- DV	is	User	Acceptance,	measured	by	ease	of	use,	perceived	usefulness,	effort	to	

use	(3	DVs)	
- Independent	Variables	is	Online	Travel	Booking	Tools,	which	divided	to	3	groups:	

Online-portal,	Phone	hotline,	Call-back	
- 30	people	random	assigned	to	three	groups	based	on	Online	Travel	Booking	

Tools.	
- Resulted	in	a	total	10	participants	in	each	Booking	group	
- One	Way	MANOVA	used	
	

Result Analysis: 
- Check	the	Multivariate	Tests	table	
- Look	at	the	second	Effect,	labelled	"Booking	Tools	“and	the	Wilks'	Lambda	row:	

Case 1: 		If	Wilks'	Lambda	value	has	sig.	value	<0.5,	then		
>	We	can	conclude	that	there	are	statistically	significant	differences	in	User	Acceptance	
Variables		



2)	Then,	to	find	out	which	DV	is	significant,	we	check	the	Test	of	Between-subject	Effects	
table.	For	example,	if	Ease	of	Use	significance	level	<0.5,		
>We	can	conclude	that	online	Travel	Booking	Tools	has	a	statistically	significant	effect	
on	the	User	Acceptance	of	Ease	of	Use	
	3)	Next,	to	find	out	which	Online	Booking	Tools	is	significant	on	Ease	of	Use.	We	run	
Post-Hoc	test	to	get	Multiple	Comparison	Table	to	examine.	For	example,	automated	
online-portal	is	significant	different	with	Call	back	(sig.	<0.5),	
>We	can	conclude	that	there	is	significant	difference	in	User	Acceptance	of	Ease	of	Use	
to	use	Online-portal	and	Call	Back	Tools.		
	
Case 2: 		If	Wilks'	Lambda	value	has	no	sig.	value	<0.5,	then	these	three	online	booking	
tools	has	no	Significant	impact	on	user	acceptance.	
	
Multivariate	Tests	table,	Check	Wilk’s	Lambda:	significance	level	<0.5									 		

	

																				 																											Test	of	Between-subject	Effects	table	Check	which	DV	is	significance																																							
						

Post-Hoc	test	to	get	Multiple	Comparison	Table		
Check	which	group	of	IV	is	significant	:					

	
	

	
	

	
Case	4:	One	Way	MANCOVA	
	
Question: 	Do	different	income	classes	report	a	significantly	different	satisfaction	with	
life	when	looking	where	they	live	(urban,	suburban,	rural)	when	controlling	for	e.g.	
marital	status,	job	satisfaction,	social	support	system	

	
Research Design:  

- DV	is	Life	Satisfaction	measured	by	three	live	areas:	Urban,	Suburban,	and	Rural	



- Independent	Variables	are	different	Income	Classes	(measured	by	Low,	Media,	
High);		

- Covariate	factors	are:	marital	status,	job	satisfaction,	and	social	support	system	
- 120	people	randomly	assigned	to	three	groups	based	on	income	levels:	low	

income	group;	media	income	group;	and	high	income	group	
- Resulted	in	a	total	40	participants	in	each	of	income	group.		
- One	Way	MANCOVA	used	

	
   Results Analysis:  

- Check	the	Multivariate	Tests	table	
- Only	Look	at	the	Effect,	labelled	"Income	Classes	“and	the	Wilks'	Lambda	row:	

Case 1:		If	Wilks'	Lambda	value	has	sig.	value	<0.5,	then		
>We	can	conclude	that	there	are	statistically	significant	differences	in	Life	Satisfaction	
Variables	between	different	Income	Levels,	after	controlling	for	marital	status,	job	
satisfaction,	and	social	support	system.	
2)	Then,	to	find	out	which	DV	is	significant,	we	check	the	Test	of	Between-subject	Effects	
table.	For	example,	if	Urban	significance	level	<0.5,		
>We	can	conclude	that	different	Income	Levels	has	a	statistically	significant	effect	on	
Life	Satisfaction	in	Urban	area.		
3)	Next,	to	find	out	which	Income	class	has	significant	effect	in	urban	area,	we	do	the	
Estimated	Marginal	Means	test.	
				a.		From	Estimate	Table,	can	find	the	adjusted	mean	after	controlling	Covariate	factors.	
				b.	Also,	we	get	Pairwise	Comparison	table,	(from	Multiple	Comparison	with	Bonferroni					
based	on	estimated	marginal	means),	we	find	which	Income	level	is	significant	with	
others,	for	example,	the	High	Income	Level	is	significant	with	Low	Income.	(sig.<0.5).	

>	We	can	conclude	that	there	is	significance	difference	in	Life	Satisfaction	in	Income	
Classes	between	High	Income	and	Low	Income	that	living	in	Urban	area.		
	
Case 2:		If	Wilks'	Lambda	value	has	no	sig.	value	<0.5,	then	the	Income	Classes	has	no	
Significant	impact	on	Life	Satisfaction	on	the	controlling	of	marital	status,	job	
satisfaction,	and	social	support	system,	etc.		

	

	 	



	
	
Estimated	Margin	Means:	

						 	

	
	
	
	
	

 

	
	

	


